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ABSTRACT
Aim: This study aims at developing an automatic medical image analysis and detection for accurate classi-
fication of brain tumors from MRI dataset. The study implemented our novel MIDNet18 CNN architecture 
in comparison with the VGG16 CNN architecture for classifying normal brain images from the brain tumor 
images. 
Materials and methods: The novel MIDNet-18 CNN architecture comprises 14 convolutional layers, 7 
pooling layers, 4 dense layers and 1 classification layer. The dataset used for this study has two classes: 
Normal Brain MR Images and Brain Tumor MR Images. This binary MRI brain dataset consists of 2918 
images as training set, 1458 images as validation set and 212 images as test set. Independent sample size 
calculated was 7 for each group, keeping GPower at 80%. 
Result: From the experimental results, the proposed MIDNet18 model obtained 98.7% accuracy. Whereas, 
the VGG16 model obtained an accuracy of 50%. Hence, the performance of the proposed MIDNet18 model 
achieved is better than VGG16. Conclusion: The proposed model is proved to be statistically significant 
with p value <0.001 (Independent sample t-test) than the existing model VGG16.
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network -residual neural network50 (DCT-CNN-
ResNet50) architecture to classify brain tumors 
with super-resolution, CNN, and ResNet50 devel-
oped the existing CNN algorithms to classify 
brain tumors from low resolution images.5 This 
work has used a discrete cosine transform-based 
image fusion algorithm in combination with CNN. 
Classification accuracy of 98.4% was obtained 
for the specified dataset. Rajesh et al. used  com-
pressed discrete cosine transform coefficients data 
as input to CNN.6 This work has been implemented 
in ResNet50 architecture and performed well with 
good accuracy. Baranwal et al. proposed a system 
to classify Glioma, Meningioma and Pituitary brain 
diseases using CNN and SVM classifiers.7 Kader 
et al. proposed  CNN-DWA model (convolution 
neural network and deep watershed auto-encoder) 
for detection and classifying brain tumor images.8

There are a lot of convolutional neural net-
works that have been architected for various data-
sets. But not many are designed exclusively for 
medical datasets. Medical image analysis, classi-
fication and detection has to be very precise and 
our novel MIDNet18 architecture was designed 
exclusively for it. MIDNet18 CNN architecture 
has been used on lung, skin, and retina datasets 
and it has shown promising results in each case. 
Both the binary and categorical dataset have been 
trained on our novel MIDNet18 CNN architec-
ture. Our research team is involved in image anal-
ysis and is recently working extensively on deep 
learning methods especially on medical images. 
MIDNet-18 CNN architecture classifies binary 
class MRI brain images with simplified model 
construction, simple methodology and high accu-
racy. This study was on a binary dataset, where 
the focus was on identifying the normal brain 
from the tumor MR Images.

INTRODUCTION

Cancer is one of the major life threatening 
diseases that is faced by many people around the 
globe.1 According to the statistics done by Ferlay 
et al. 20212 the mortality rate is around 10 million in 
2020 due to cancer. Cancer, if detected and treated 
early, can help in preventing the mortality of an 
individual or could at the least delay the progress 
of the disease thereby increasing the lifespan of the 
patient. This research work is in alignment with this 
goal of aiding the public and the healthcare profes-
sionals to deliver a proper and faster treatment with 
improved diagnostic procedures. 

The advances in artificial intelligence are 
showing tremendous results in varied areas and its 
emergence in medical image analysis is very prom-
ising. Deep learninglearning3 is used extensively 
in various disease classifications in lungs, skin, 
kidney, breast, and retina using X-rays, CT scans 
and MR Images. Most importantly, accuracy or 
precise classification plays a pivotal role in medi-
cal image analysis. To address this point, the novel 
MIDNET18 was implemented in this paper for the 
accurate classification of identifying brain tumors 
from the normal brain MR images.

A wide range of research in CNN on brain 
tumor classification has been done in the past five 
years. Around 253 research articles were published 
in IEEE Xplore and more than 1000 articles have 
been published related to this. Özyurt4 has done 
brain tumor detection based on Convolutional neu-
ral networks and is one of the highly cited papers.3 
proposed deep learning approach for brain tumor 
classification using residual networks. For the given 
dataset, this approach gave an accuracy of more 
than 90% in comparison with other methods. The 
Discrete Cosine Transform -convolutional neural 

Keywords: Brain image classification, Convolutional neural network, deep learning, Brain tumour, Novel 
Medical Image Analysis and Detection network (MIDNet 18), VGG16
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are conducted using SPSS software.28 Independent 
variables in this study are the input variables( brain 
tumour and non tumour MRI images. The dependent 
variables are output variables(Accuracy, precision, 
recall, F1 score). Independent t-test is  performed to 
compare the performance of algorithms. 

Figure 2 shows the architecture of our novel 
MIDNet18 model. The novel MIDNet18 model con-
sists of 14 convolutional layers with 3*3 kernel size. 
The ReLu activation function was used in all the 
layers. These convolutional layers extract the fea-
tures from the image. The input size of the image is 
maintained as 224*224. The model consists of 7 max 
pooling layers with pooling size of 2. Though many 
models use average pooling in their CNN models, 
max pooling10 is preferred in designing the MIDNet 
18 CNN model as it greatly helps in highlighting the 
brighter pixels.11 The average pooling smoothens 
the image, thereby declining the possibility of pre-
dicting the tumor pixels. Batch normalization is an 
important addition used in the MIDNet18 model, 
which helps in avoiding the overfitting of the model. 
In simple terms, batch normalization helps each 
layer to learn more independently. 

MIDNet18 Algorithm
Step 1: Dataset: Upload the brain MR image data-

set with two groups (Tumors and Normal 
Brain). The dataset has a separate Training 
and Testing folder. Each folder has Normal 

MATERIALS AND METHODS

The study was conducted in the AI research lab 
in saveetha school of engineering, Saveetha insti-
tute of Medical and technical sciences. The dataset 
was downloaded from Kaggle.27 Since it was down-
loaded from the public database, no ethical clear-
ance was necessary. There are two groups involved 
in this study. Based on Ranjbarzadeh et al.,9 the 
sample size calculated for the study was 14 with 
parameters Alpha 0.05, beta 0.2 and g-power 0.8 
(Figure 1). 

The dataset consists of 2918 images belonging 
to two classes (Presence of tumor and normal brain 
MRI) under the training folder. The Validation 
folder consists of 1458 augmented images belong-
ing to both classes. A separate 212 images belong-
ing to both classes were kept in the test folder which 
was duly marked by the medical experts from the 
Saveetha medical college and Hospital. This study 
was done on a novel medical image analysis and 
detection network (MIDNet18) CNN architec-
ture and its results were compared with VGG16 
architecture. 

Hardware and Software
The study was conducted on a MacBook Air 

with apple chip M1 and 8 GB Memory. All the CNN 
models were run in Google Colab, which provides a 
single 12GB NVIDIA Tesla K80 GPU. All analyses 

Dichotomous Endpoint, Two Independent Sample Study

Group 1
Sample size Study Parameters

Group 2
Incident group 1
Incident group 2
Alpha
Beta
Power

29%
94%
0.05
0.2
0.8

Total

7
7
14

FIGURE 1. Sample Data Size Calculation using Clincalc.com keeping G-power at 80% for Binary 
Classification of Brain MRI images.
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FIGURE 2. Proposed MIDNET18 Architecture.

MR images and Brain Tumor MR images under 
them. Inorder to increase the dataset size- the 
images are augmented and is kept in the vali-
dation folder. 

Step 2: Input Layer: Input images from the train-
ing folder are resized to 224*244 in order to 
improve training efficiency. 

Step 3: Novel MIDNET18 model: 
(i) Convolutional Layers: There are in total 

14 convolutional layers with kernel size 
3*3 and activation functions as ReLU. 

(ii) Batch Normalization: Initialize the mean 
value to 0 and variance to 1 to stabilize the 
learning process.

(iii) MaxPooling Layer: The convolution is 
downsampled using 2×2 filter with stride 
of size 2 

(iv) Dense layers: Each Dense layer is acti-
vated with a ReLU activation function and 
has a set unit. 

(v) Fully Connected layer: Softmax activa-
tion function is used to classify the image

Step 4: Training: The dataset is trained in the novel 
MIDNET18 architecture for 100 epochs with a 
batch size of 92. 

Step 5: Testing: The model is evaluated by feeding 
the images from the test dataset, and the per-
formance is measured using various metrics 

like Accuracy, Precision, Recall, F1 Score, 
Area Under Curve, Loss.

VGG16 CNN architecture is a supervised 
model consisting of 13 convolutional layers and 3 
dense layers (Figure 3).12 VGG16 was chosen as a 
comparison to our architecture because it was one 
of the convolutional neural networks which won the 
ILSVRC (Imagenet) competition in 2014. The two 
algorithms are compared with respect to the testing 
accuracy, testing loss, F1 score, Area Under Curve, 
precision and recall.13

RESULTS

Figure 4 represents the training and validation 
loss of our MIDNet18 model. It is observed that the 
loss was as high as 90% before the 15th iteration. 
As the iteration increases, the learning capacity 
with weight updation makes the MIDNet18 model 
to reduce the loss parameter. The training and the 
validation loss reduces in the same pattern until 
the 100th iteration with slight variation. As the 
MIDNet18 model architecture is designed with a 
low complex structure, the loss reduces to zero in 
the 100th iteration for the given dataset. 

From Figure 5, it is observed that the accu-
racy increased to more than 90% after the 15th 
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FIGURE 3. VGG 16 Architecture.

Training and Validation Losses

0.8
Training
Validation

0.6

0.4

0.2

0.0
0 20 40

epoch
60 80 100

FIGURE 4. Representation of the performance of 
MIDNet18 in different iterations. Initially training 
and the validation loss increases. As the iteration 
increases the loss decreases almost linearly to zero.

Training and Validation Accuracy 

Training
Validation0.5

0.6

0.7

0.8

0.9

1.0

0 20 40
epoch

60 80 100

FIGURE 5. Representation of the accuracy 
performance of MIDNet18 in different iterations. 
Initially training and validation increased to above 
98%. As the iteration increases, the accuracy 
remains linearly constant.

iteration. Lower the iteration, less the weight 
update. Therefore, during the 15th to 20th itera-
tion the accuracy increases to 98% saturation level. 
Further increase in iteration shows less variation in 
the accuracy percentage. 

From Figure 6, it is observed that the loss 
increased to 76% in the 1st iteration. When the itera-
tion increases, the learning capacity and weight update 
of the VGG16 model reduces to 69%. Even with the 

further increase in iterations, the loss remains at 69% 
for the given dataset in the VGG16 model. The loss 
percentage of 69% shows the poor performance of 
the VGG16 model for the given dataset.

It can be inferred from Figure 7 that the train-
ing accuracy of VGG16 increases and decreases 
randomly. There is a random pattern of varia-
tion of training accuracy for increase in iteration. 
Validation accuracy rates have not shown any 
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Training and Validation Losses

Training
Validation

0.69

0.70
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0.72

0.73

0.74

0.75

0.76

0 20 40
epoch

60 80 100

FIGURE 6. Representation of the performance of 
VGG16 in different iterations. Initially training and 
the validation loss increases to76% at 1st iteration. 
As the iteration increases the loss decreases almost 
69%. Constant loss exists till the 100th iteration.

Training and Validation Accuracy

0.480

0.485

0.490

0.495

0.500

0 20 40
epoch

60 80 100

Training
Validation

FIGURE 7. Representation of the training and 
validation accuracy performance of VGG16 in 
different iterations. Initially the training accuracy 
is 48% and there is drastic change as the iteration 
increases. Validation accuracy remains linearly, 
showing 50% constant value from the 1st iteration 
to the 100th iteration.

Training and Validation Area under Curve

Training
Validation

0.4850

0.4875

0.4900

0.4925

0.4950

0.4975

0.5000

0.5025

0 20 40
epoch

60 80 100

FIGURE 8. Training and Validation AUC (Area 
Under Curve) of VGG 16 Model. It is inferred from 
the training that AUC is not stable and highly non-
linear with the increase in the number of iterations. 
But the validation AUC in VGG 16 remains con-
stant at 50%.

Training and Validation Area under Curve
1.0

Training
Validation

0.9

0.8

0.7

0.6

0 20 40
epoch

60 80 100

FIGURE 9. MIDNet18 Training and validation 
AUC. It is inferred from the training that AUC in 
MIDNet 18 nearly reaches 99% and remains con-
stant for an increase in iteration. In Validation, AUC 
in MIDNet 18 slightly shows increase and decrease 
before the 55th iteration. Increase in iteration shows 
that AUC remains constant at around 99%.
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Training and Validation F1  Score
0.8

Training
Validation
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FIGURE 10. VGG16 training and validation F1 
score. It is inferred that VGG16 is too unstable with 
respect to performance metric F1 scores for both 
training and validation. 

Training and Validation F1_Score

0.8

1.0

Training
Validation

0.6

0.4

0.2

0.0

0 20 40
epoch

60 80 100

FIGURE 11. MIDNet18 Training and  validation – 
F1 score. It is inferred from the training that the 
F1 score in MIDNet 18 nearly reaches 100% and 
remains almost constant for an increase in itera-
tions. In Validation, the F1 score in MIDNet 18 
slightly shows an increase and decrease before the 
50th iteration. Increase in iteration shows that F1 
score almost remains constant at around 100%.

Training and Validation Precision

Training
Validation0.475

0.480

0.485

0.490

0.495

0.500

0 20 40
epoch

60 80 100

FIGURE 12. VGG 16 - Training and validation- 
Precision. It is inferred from the training that preci-
sion is not stable and highly nonlinear for increase 
in the iterations. In Validation, precision in VGG 16 
remains constant at 50% for any change in iteration.

Training and Validation precision

0.9
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0.7
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0 20 40
epoch

60 80 100

Training
Validation

FIGURE 13. MIDNet18 Training and  validation – 
Precision. It is inferred from the training that the 
precision in MIDNet 18 nearly reaches 99% for 
change in iteration and remains almost constant for 
an increase in iterations. In Validation, the preci-
sion in MIDNet 18 shows an increase and decrease 
before the 50th iteration. Increase in iteration shows 
that precision almost reaches to 98%.
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Training and Validation Recall

Training
Validation0.475
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FIGURE 14. VGG 16 - Training and validation- 
Recall. It is inferred from the training that recall is 
not stable and highly nonlinear for increase in the 
iterations. In Validation, recall in VGG 16 remains 
constant at 50% for any change in iteration.

Training and Validation Recall
1.0

0.9

Training
Validation
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0 20 40
epoch

60 80 100

FIGURE 15. MIDNet18 Training and validation – 
Recall. It is inferred from the training that the recall 
metric calculation in MIDNet 18 nearly reaches 
99% for change in iteration and remains almost con-
stant for an increase in iterations. In Validation, the 
recall in MIDNet 18 shows an increase and decrease 
before the 50th iteration. Increase in iteration shows 
that precision almost reaches to 98%.
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FIGURE 16. Box Plot graphical representation of 
the comparison of Mean Accuracy obtained from 
MIDNet18 and VGG16 model for Binary dataset 
classification of brain MRI images. The mean accu-
racy of MIDNet 18 is better than VGG16 and the 
standard deviation of MIDNet 18 is significantly 
higher than VGG16. X Axis: MIDNet 18 vs VGG16 
Y Axis: Mean accuracy of detection ± 1 SD. 

From Figure 16, Independent t-test was used 
to compare the accuracy of MIDNet18 and VGG16 
and the proposed algorithm shows a statistically 
significant difference of P < 0.001. The MIDNet18 
model obtained 98.7% accuracy. Whereas, the 
VGG16 model obtained an accuracy of 50%. Hence, 
the performance of the proposed MIDNet18 model 
achieved is better than VGG16

In Table 1, the proposed MIDNet18 model 
achieves training and testing accuracy of 99.42% & 
98.78% in comparison with VGG16 which gives 
training and testing accuracy of 49.23% & 50%. 
Moreover, our proposed model is 50% more accu-
rate than VGG16. In comparison with the loss per-
formance metrics, testing loss of MIDNet18 is too 
low at around 2.01 respectively. Whereas VGG 16 
gives a high testing loss of 69.31% respectively. This 
result clearly shows that the VGG16 model does not 
provide accurate detection for medical image data-
sets. Similarly, various other performance metrics 

significant variation. It remains constant at 50% 
for any increase in the epoch. Learning and train-
ing capability of VGG16 decreases for the given 
brain MRI image dataset.
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all considered performance metrics in classification 
of tumour and non tumour brain images of the given 
dataset.

In Table 2, the significance value smaller 
than 0.001 showed that our hypothesis of usage of 
the MIDNet18 model holds good. With respect to 
changes in the input values (independent variables) 
the corresponding output values (dependent vari-
ables) also change.

In Table 3, mean accuracy and standard devi-
ation values are obtained for MIDNet 18 and VGG 
16 architecture. N is the number of iterations con-
sidered for training the brain MRI dataset. Here 
our proposed work achieves high mean accuracy of 

are measured to prove the MIDNet18 model’s accu-
rate performance. Area Under Curve (AUC) for 
VGG16 (Figure 8) of 50% which is too low when 
compared with MIDNet18 (Figure 9) is 99.98%. F1 
score (Table 1) evaluation metric is measured for 
both training and testing. MIDNet18 (Figure 11) 
gives F1 scores of 98.79% and 98.76% respectively 
in comparison with VGG16 (Figure 10) which has a 
low training and testing F1 scores of 66% . Precision 
of 98.78% is achieved for MIDNet18 (Figure 13) 
and only 50% for VGG16 (Fig 12). Recall value of 
MIDNet 18 (Figure 15) is 98.78% whereas VGG16 
(Figure 14) is 50%. Finally, it can be concluded that 
MIDNet18 outperforms VGG16 in comparison with 

TABLE 1. Training Accuracy, Testing Accuracy, Training Loss, Testing Loss, AUC, F1 Score, 
Precision, Recall Value for Binary Classification (Tumour, Non Tumour) Brain Image Dataset for CNN 
Models
Architectures Training  

Acc (%)
Testing  
Acc (%)

Testing 
Loss (%)

AUC  
(%)

F1 Score  
(%)

Precision 
(%)

Recall 
(%)

Our Novel MIDNet-18 99.42 98.78 02.01 99.98 98.79 98.78 98.78
VGG-16 49.23 50 69.31 50  66.66 50 50

TABLE 2. Multiple Comparisons of Binary Classification Dataset of Brain MRI Images Using 
Dependent Variables as Accuracy. The Mean Difference, Std.Error, Significance Value and Confidence 
Interval of Algorithms VGG16 and Proposed MIDNET-18 aAre Obtained.
Independent Samples Test

Levene’s Test 
for Equality of 

Variances

t-Test for Equality of Means

F Sig. t df Sig. 
(2-tailed)

Mean 
Difference

Std. Error 
Difference

95% Confidence 
Interval of the 

Difference
Lower Upper

Accuracy

Equal 
variances 
assumed

13.790 0.000 114.315 198 0.000 48.520 0.424 47.683 49.357

Equal 
variances not 
assumed

  114.315 104.869 0.000 48.520 0.424 47.678 49.362
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to reduce the number of features, as well as support 
vector machines (SVMs) with RMS values of close 
to 0.1.23 An ensemble of deep features and machine 
learning classifiers is proposed for brain tumor 
classification by the author. This method attained 
93.22% and 90.26% as training and testing accuracy, 
respectively.24 MRI images were classified using 
convolutional neural networks into healthy tissue 
classes and six classes: gliomas, brain metastases, 
meningiomas, pituitary adenomas, acoustic neuro-
mas and normal. This method achieved the sensitiv-
ities, PPVs, AUCs, and AUPRCs ranged from 91% 
to 97%, 73% to 99%, 0.97 to 0.98, and 0.9 to 1.0, 
respectively.25 Morad and Al-Dabbas proposed a 
combination of techniques for filtering, segmenting, 
and selecting features.26 Median and Slantlet filter-
ing techniques were used to extract features, as well 
as K-means clustering and Morphological opera-
tions. Based on results from the method, the average 
accuracy was 97.1%, the area under the curve was 
0.98, the sensitivity was 91.9%, and the specificity 
was 98.0%. As a result, the method is more accu-
rate and faster than existing methods. Gu et al. 2021 
implemented Convolutional Dictionary Learning 
with Local Constraints (CDLLC) for brain image 
classification.14 It was able to classify brain tumor 
MR images with 88% accuracy when compared to 
other methods. 

CONCLUSION

Our proposed MIDNet-18 model outperformed 
the VGG16 model in brain tumour medical image 
classification of tumour and non tumour images. 

97.63% in 100 iterations. Further increase in itera-
tion doesn’t show much improvement in the accu-
racy value. Standard deviation of MIDNet18 is too 
low of 4.18%. For the same statistical analysis, the 
VGG 16 model shows mean accuracy of 49.31% 
only. Thereby concludes that VGG 16 is not suitable 
for brain medical image classification

DISCUSSION

In this study, it was observed that the novel 
MIDNet18 model performed significantly better than 
the standard VGG16 model with a p-value of 0.001 
and a test accuracy of 98.78%. Various studies have 
used CNN models to classify medical images.8,14–16 
In order to help radiologists detect brain tumors, an 
automatic tumor classification model should be in 
place.17 However, this model needs to be more pre-
cise in order to be useful. The RBFNN model has a 
recognition accuracy of 99.6%. The MRI images of 
the patient’s brain were used to perform brain tumor 
differentiation using CNN algorithms.18 Sharma 
et al. and Badža and Barjaktarović implemented 
deep convolutional neural network (DCNN) model 
for brain tumor classification.19,20 Pattern classifica-
tion was used in this study to differentiate primary 
brain tumors from metastases, and grade them.21 
Considering analysis, the accuracy, sensitivity, and 
specificity of binary SVM classification was 85%, 
87%, and 79%, respectively.22 In this paper, brain 
tumor MRI datasets were investigated using images 
using a hybrid approach. An integrated approach to 
brain tumor classification uses discrete wavelet trans-
forms for feature extraction and genetic algorithms 

TABLE 3. Statistical Parameter Analysis of Accuracy using SPSS. MIDNet 18 Model Gives Mean 
Accuracy of 97.83% Compared to VGG 16
Group Statistics
Algorithm N Mean Std. Deviation Std. Error Mean
Accuracy MIDNet-18 100 97.83 4.183 0.418

VGG-16 100 49.31 0.720 0.072
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