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Abstract 

Background: The incident of liver diseases among patients has been consistently increasing. Early 

detection and precise differentiation between benign and metastasis liver tumours could potentially 

lead to enhance the success rate. Computed tomography imaging serves as a practical medical 

imaging method for evaluating liver tumours. 

 

Objective: The primary aim of this study is to classify liver CT images using texture features, with 

the goal of assessing the effectiveness of a computer-aided diagnostic system for detection of liver 

diseases. 

 

Methods: The dataset used in this study comprises 162 cases of benign liver conditions and 128 

cases of metastatic liver conditions. Statistical texture analysis techniques, such as Gray level run 

length matrix, and Co-occurrence matrix are employed to extract the texture features parameters 

from each region of interest. A normalization approach of μ ± 3σ is applied during this process to 

analyze the results, the Artificial Neural Network (ANN) classification method is utilized on 

Principal Component Analysis (PCA), Linear Discrimination Analysis (LDA) and Non- Linear 

Discrimination Analysis (NDA) techniques. 

 

Results: The images are subjected to analysis using the analysis option available in MaZda 

software. By applying statistical features such as run length and gray level histogram, with 

normalization μ ± 3σ, the best results are obtained. This approach highlights the distinct difference 

between benign and metastasis liver diseases 

 

Key words: Texture analysis, CT images, MaZda, PCA, LDA, NDA, POE+ACC. 

 

1.Introduction 

Human liver is basically a complex, 3D organ.[1] It is the second[2] largest organ of human 

body[3].  The liver plays viral roles in human, performing various important functions body. Its 
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primary function is the remarkable ability to repair itself after injury, which helps maintains the 

body’s homeostasis and ensure the survival rate of individual. Additionally, the liver is responsible 

for detoxification and regulation of the body’s metabolism. Inaccurate performances of these tasks 

by liver can lead to damage and potentially result in liver failure, which can cause significant health 

problems[4]. Autophagy dysfunction in both parenchymal and non-parenchymal cells of the liver 

can contribute to various liver disorders[5]. The prevalence of liver illness has been steadily 

increasing[6], leading to growing number of patients affected. Globally , liver disease is responsible 

for causing approximate 2 million deaths annually[7]. 

 

Liver diseases can compass both benign and cancerous conditions. Benign liver diseases include 

including Hepatic adenoma, Cysts[8], Focal liver lesions and Benign focal lesion[9], which are 

noncancerous in nature. On the other hand metastatic liver diseases consists of  cancerous diseases 

such as Cholangiocarcinoma and Hepatocellular carcinoma[8]. 

 

Texture analysis methods have emerged as promising imaging biomarkers for diagnosis of various 

diseases, including colorectal cancer, esophageal cancer, and hepatic metastasis etc.  These methods 

enable health care professional to access  the response of a particular disease to treatment, providing 

valuable insights into effectiveness of therapeutic intervention[10]. Texture analysis involves 

evaluating the spatial interrelations of gray levels[11]  in an image  and extracting texture feature to 

analyze specific variation between pixel values, particularly in CT scans[12].   Texture analysis 

provides  potentially the relevant data by calculating various texture features using pixel’s signal 

intensity in each ROI[13]. It enhances the detection capacities and allows for the discoveries of new 

insight into image characteristics[14]. on the basis of texture which  is a feature commonly used for 

this[8]. 

There are different methods of texture analysis that employ various computational procedures. 

These methods includes Statistical, Structural, and spectral techniques[15] such as  transform, 

fractal dimensions, structural, or spectral techniques such as transforms, Fractal dimensions, 

statistical moments, auto covariance, co-occurrence matrices, run-length matrices, and spectral 

measures are commonly used to express texture[8]. Machine vision techniques and processing of 

medical images have proven to be successful and advantageous for the analysis of medical images. 

statistical methods are often employed to analyze images  [16].  And the software program MaZda is 

specifically used for texture of 2D images. MaZda provides  comprehensive approach to 

quantitatively analyze the texture of image, including texture feature calculation, texture extraction, 

and texture segmentation[17]. 

 

2. Methods and Materials 

2.1 Experimental Data 

CT images of the liver were used as experimental data, and machine learning methods were applied 

to classify benign and metastatic liver diseases. A total of 162 CT images of benign (primary) liver 

conditions and 128 metastatic liver conditions were included in the study. Additionally, 20 CT 

images of normal livers were included to serve as a basis for comparison with the diseased liver 

with the normal liver. These CT images were obtained through collaboration of Diagnostic Imaging 

and Radiology department of Bahawalpur Victoria Hospital and Civil Hospital Bahawalpur. For 

texture analysis, the CT images of each patient were loaded in MaZda software. 

 

2.2 Imaging Technique 

Since the 19th century, imaging techniques have been used as important elements in biological 

imaging that don not hurt and provide the information about the inner parts of the body. Among 

these techniques, Computed Tomography scan plays a significant role in better diagnosis and 

treatment of many diseases, including liver diseases. Ct scan utilizes multiple x-rays (ionizing 

radiation) to depict the body layer-by-layer. To establish a final diagnosis, the gold standard 
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involves using Serum alpha-fetoprotein (AFP) and a triphasic multidetector CT scan of the liver, 

which employs non-ionic intravenous (IV) ultravist contrast to highlight pathological patterns. 

These images are obtained using a 128-slice scanner with a 12-bit depth. The thickness of the slice 

varies typically ranges from approximately 0.6 to1 mm. 

 

 

 
 

2.3 Regions of Interest (RIOs) 

For texture analysis, the MaZda software is utilized and all the images are in BMP format to ensure 

the compatibility with MaZda. CT images exhibit various structural components that appear distinct 

on the basis of different intensity values. Computational work focuses on exploring and analyzing 

these different components. Those components play a significant role and are directly related to the 

analysis.  In the case of two dimensional CT images, the different groups of pixels are referred to 

region of interest. In three dimensional, these groups are called voxels.  ROIs hold significant 

importance in the analysis of biomedical images.  In this study, skilled radiologists have marked 

region of interest with their consent. Determining the appropriate size of region of interest from the 

diseased area is important for accurately identifying and characterizing texture features. 

 

2.4 Features Extraction 

Feature extraction refers to the process of converting an image into set of features that capture 

important features and characteristics of an image. In this research work focused on the 

classification of different liver diseases, the approach is based on the extracting information about 

pixels of the images to derive insights and features that can aid in classification task. Statistical 

analysis plays an important role in extracting meaningful characteristics that effectively describe the 

texture. This approach allows a more flexible and data driven analysis, that can be used for various 

purposes such as machine learning and image processing. 

 

2.4.1 Histogram-Based Features 

The quantitative information of an image is obtained through the use of a histogram. The histogram 

provides the distribution of intensity level within the image and this information can be used to 

derive various features. One such feature is probability density of occurrence for each intensity 

level, which is obtained by dividing the histogram values of an intensity level by the total number of 

pixels in an image 

P (i) = h(i)/NM, i=0,1,..G-1 

(B) 

(C) 

(A) 

Figure 1: CT images of (A) Normal liver (B) Primary diseased liver (C) Metastatic 

diseased liver 
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N represents the number of the resolved cells in the spatial domain horizontally, while M represents 

the number of resolved cells in spatial domain vertically. G refers to the total number of the gray 

level of an image. Following are the histogram-based features: 

Mean:                𝜇 =  ∑ 𝑖𝑝(𝑖)𝐺−1
𝐼=1  

 

Variance:  𝜎2 =  ∑ (𝑖 − 𝜇)2 𝑝(𝑖)𝐺−1
𝐼=1  

 

Skewness:  𝜇3= 𝜎−3  ∑ (𝑖 − 𝜇)2 𝑝(𝑖)𝐺−1
𝐼=1  

Kurtosis: 𝜇4 =  ∑ [𝑝(𝑖)]2𝐺−1
𝐼=1  

 

2.4.2 Gradient-Based Parameters 

The absolute gradient value is calculated for each pixel as a part of gradient based parameters. These 

parameters are derived from analyzing the changes in the intensity values across neighboring pixels. 

Here are some commonly used gradient based parameters: 

Mean absolute gradient:               𝐺𝑟𝑀𝑒𝑎𝑛 =   
1

𝑀
 ∑ 𝐴𝐵𝑆𝑉(𝑖, 𝑗)𝑖𝑗𝑒∈𝑅𝑂𝐼  

Variance of absolute gradient:  𝐺𝑟𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =   
1

𝑀
 ∑ (𝐴𝐵𝑆𝑉(𝑖, 𝑗) − 𝐺𝑟𝑀𝑒𝑎𝑛)2

𝑖𝑗𝑒𝑅𝑂𝐼  

Skewness of absolute gradient: 

𝐺𝑟𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =  
1

(√𝐺𝑟 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒)3
 

1

𝑀
 ∑ (𝐴𝐵𝑆𝑉(𝑖, 𝑗) − 𝐺𝑟𝑀𝑒𝑎𝑛)3

𝑖𝑗𝑒𝑅𝑂𝐼
 

Kurtosis of absolute gradient: 

𝐺𝑟𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =  
1

(√𝐺𝑟 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒)4
 

1

𝑀
 ∑ (𝐴𝐵𝑆𝑉(𝑖, 𝑗) − 𝐺𝑟𝑀𝑒𝑎𝑛)3 − 3

𝑖𝑗𝑒𝑅𝑂𝐼
 

 

2.4.3 Run Length Matrix-Based Parameters 

Run length based parameters are derived from analyzing the length of consecutive pixels with 

similar intensity values in an image. These parameters provide information about texture and spatial 

distribution of different intensity levels. Here is some common Run length based parameters 

Short run highlights inverse moments: 𝑆ℎ𝑟𝑡𝑅 𝐸𝑚𝑝ℎ = (∑ ∑
𝑝(𝑖,𝑗)

𝑗2

𝑁𝑟
𝑗=1

𝑁𝑒
𝑖=1 )/𝐶 

Long run highlights moments:   𝐿𝑛𝑔𝑅𝐸𝑚𝑝ℎ =   (∑ ∑ 𝑗2𝑝(𝑖, 𝑗)
𝑁𝑟
𝑗=1

𝑁𝑒
𝑖=1 /𝐶 

Grey level non-uniformity:   𝐺𝐿𝑒𝑣𝑁𝑜𝑛𝑈𝑛𝑖 = (∑ (∑ 𝑝(𝑖, 𝑗))2𝑁𝑟
𝑗=1

𝑁𝑒
𝑖=1 )/𝐶 

Run length non-uniformity:   𝑅𝐿𝑁𝑜𝑛𝑈𝑛𝑖 = (∑ (∑ 𝑝(𝑖, 𝑗))2𝑁𝑟
𝑗=1

𝑁𝑒
𝑖=1 )/𝐶 

Fraction of image in runs:   𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛 =  ∑ ∑ 𝑝(𝑖, 𝑗) / ∑ ∑ 𝑗𝑝(𝑖, 𝑗)
𝑁𝑟
𝑗=1

𝑁𝑒
𝑖=1

𝑁𝑟
𝑗=1

𝑁𝑒
𝑖=1  

Where the coefficient C is; 

𝐶 =  ∑ ∑ 𝑝(𝑖, 𝑗)

𝑁𝑟

𝑗=1

𝑁𝑒

𝑖=1

 

These Run length matrix-based parameters are measured in four directions: in Vertical direction 

(Vertl-), Horizontal direction (Hozl-), biased at 450 and biased at 1350. 

 

2.4.4 Co-occurrence Matrix-Derived Parameters 

The introduction of second order histogram features such as Co-occurrence matrix Haralic features 

allows for detailed analysis of image’s texture and spatial relationship. These features consider the 

occurrences and statistical means of the intensity values within specific neighborhood distances and 

angles. 

Angular second moment:   𝐴𝑛𝑔𝑆𝑐𝑀𝑜𝑚 =  ∑ ∑ 𝑝(𝑖, 𝑗)2𝑁𝑟
𝑗=1

𝑁𝑒
𝑖=1  
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Contrast:     𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  ∑ 𝑛2 
𝑁𝑔

𝜋−0
∑ ∑ 𝑝(𝑖, 𝑗)

𝑁𝑟
𝑗=1

𝑁𝑒
𝑖=1  

Correlation:     𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡 =  ∑ ∑ 𝑖𝑗𝑝(𝑖, 𝑗) − 𝜇𝑥    𝜇𝑦   /𝜌𝑥
𝑁𝑔

𝑗=1
𝜌𝑦

𝑁𝑔

𝑖=1
 

Sum of squares:    𝑆𝑢𝑚𝑂𝐹𝑆𝑞𝑠 =  ∑ ∑ (𝑖 − 𝜇𝑥)2𝑁𝑔

𝑗=1
 𝑝(𝑖, 𝑗)

𝑁𝑔

𝑖=1
 

Sum average:     𝑆𝑢𝑚𝐴𝑣𝑒𝑟𝑔 =  ∑ 𝑖𝑃𝑥+𝑦(𝑖)
2𝑁𝑔

𝑖=1
 

Sum variance:     𝑆𝑢𝑚𝑉𝑎𝑟𝑛𝑐 =  ∑ (𝑖 − 𝑆𝑢𝑚𝐴𝑣𝑒𝑟𝑔)22𝑁𝑔

𝑖−1
𝑝𝑥+𝑦(𝑖) 

Sum entropy:     𝑆𝑢𝑚𝐸𝑛𝑡𝑟𝑝 = − ∑ 𝑝𝑥+𝑦(𝑖)log (𝑝𝑥+𝑦(𝑖))
2?𝑁𝑔

𝑖=1
 

Entropy:     𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  ∑ ∑ 𝑝(𝑖, 𝑗)log (𝑝(𝑖, 𝑗))
𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
 

Difference entropy    𝐷𝑖𝑓𝐸𝑛𝑡𝑟𝑝 =  − ∑ 𝑝𝑥−𝑦log ( 𝑝𝑥−𝑦(𝑖))
𝑁𝑔

𝑖=1
 

 

2.4.5 Autoregressive Model Parameters 

In the autoregressive (AR) model, it is supposed or assumed that there exists a local interaction 

among the pixels of image in terms of pixel intensity. This interaction is modeled as a weighted sum 

of intensities of pixels in neighborhood of a specific pixel. For an image f which is considered as a 

zero-mean random field, an Autoregressive model can be defined as follows 

𝑓𝑠 =  ∑ 𝜃𝑟𝑓𝑟 +  𝑒𝑠

𝑟∈𝑁𝑠

 

Overall the autoregressive model describe how each pixel in an image canbe estimated based on the 

intensities of its neighbouring pixels, with the weight defined by the parameters θ. 

 

2.5 Features Selection 

In texture analysis numerous statistical texture parameters are computed for each region of interest. 

However, not all of these parameters are significant for performing texture analysis. Therefore it 

becomes necessary to select the relevant parameters that contribute the most to the analysis. Manual 

selection process can be a challenging task, so various methods are employed for automated feature 

selection. These methods are chosen based on several properties such as data type, data size and 

data quality which eliminating unnecessary features. Among the different methods three basic 

methods are commonly used; In this research we have adopted POE+ACC feature selection method 

using MaZda software for selection and analysis of these features. 

 POE+ACC (Probability of error and average correlation co-efficient) focuses on minimizing both 

the classification error probability (POE) and average correlation coefficients (ACC) between 

selected features to enhance the accuracy and effectiveness of classification. 

 

f = fj: minj [POE (fj)] 

 

POE (fj ) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑛𝑜𝑡 𝑝𝑟𝑜𝑝𝑒𝑟𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑,𝑚𝑎𝑟𝑘𝑒𝑑 𝑖𝑛 𝑏𝑙𝑜𝑐𝑘

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 

 

2.6 Feature Reduction 

MaZda helps in minimizing the dimensions of features by apply various techniques, one such 

technique is 

 PCA (Principal Component Analysis) also known as Karhumen-Loeve Transform (KLT). PCA 

reduces the dimensionality of feature data while retaining essential information. This process id 

referred to as parsimonious summarization. 

From linear transform X to Y PCA of a given set of data can be measured if: 

 

Y = Pt (X -µ) →Yi = ϒ(𝑖)
𝑡  (𝑋 −  µ) 
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 LDA (Liner discriminant analysis): Secondly MaZda software enhances the discriminative 

power of features by applying vector transformation LDA is one such method used which is also 

known as class-based KLT and Fisher discriminate analysis. Then LDA transformation can be 

represented as: 

𝑋 → 𝑌 =  ∅𝑡 (𝑋 −  𝜇) 

 

 NDA (Non-linear discriminant analysis): Additionally, NDA is another method utilizes 

statistical analysis. NDA involves applying a nonlinear data transformation, followed by the 

application of linear classifier on the transformed feature data. 

 

2.7 Pattern Classification 

After feature selection process, the next step in texture analysis of CT images is classification. In 

this step each pixel in an image is assigned to a specific class. In the presented there are two types of 

classes primary and secondary. Here artificial neural network (ANN) is utilized as tissue classifier. 

An ANN consists of interconnected nodes or neurons organized in layers, with each neuron 

performing computations on the input data and pass the result to the next layer. The output of the 

ANN classifier is probability map that provides valuable information about the potential presence of 

disease in different regions of the images. Overall the combination of feature selection and an ANN 

classifier allows for accurate classification of images by providing informative output for further 

analysis and clinical decision making. The summary of the proposed work is presented in the form 

of block diagram. 

 

 
Figure 2: Block diagram of proposed work 
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3. Results and Discussion 

The primary objective of this research is to determine the optimal conditions for the proposed 

technique's performance. Mazda incorporates a range of classification, visualization, and 

segmentation methods, along with techniques for evaluating, selecting, and extracting highly 

discriminative texture features [18].Regions of interest are defined, followed by the selection of 

Histogram and AR model as analysis options. Texture parameters, including run-length matrix 

features, percentile gray values from the histogram, and measures like Sum of squares and 

difference entropy from the co-occurrence matrix, are extracted[19]. Prior to feature extraction, a 

normalization condition of μ±3σ is applied using the POE+ACC approach. Three classification 

methods, PCA, LDA, and NDA, are employed, with NDA yielding the best results[20]. 

 

 

 
 

 

 
 

Figure 3:  Feature Selection in MaZda 

Figure 4: POE+ACC Features Selected by MaZda Software 
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A b c 

 
 

 
(A) Differentiation between Normal and Abscess liver 

 
 

 
(B) Differentiation between Norma land metastatic liver 

 

 

 
(C) Differentiation between Abscess and Metastatic liver 

 

 

 
(D) Differentiation between Normal, Abscess and Metastatic liver 

Figure 5: Comparison graphs of (a) LDA (b) NDA (c) PCA between (A) Normal liver and abscess 

liver. (B) Normal liver and metastasis liver (C) Abscess liver and metastasis liver. (D) Normal liver, 

Abscess liver and Metastatic liver. 

 

The output of the analysis is presented in the form of a graph, enabling the observation of cluster 

separation in the multi-axes space defined by MEF (Multi-Exponential Fit) values. In the first case, 

the red cluster represents a normal liver, while the green cluster represents metastatic liver. In the 

second case, the red cluster represents a normal liver, while the green cluster represents abscess 

liver. In the third case, the red cluster represents abscess liver, and the green cluster represents 

metastatic liver. Finally, all classes are compared, and the results are displayed as clusters, where the 

red cluster represents a normal liver, the green cluster represents abscess liver, and the blue cluster 

represents metastatic liver. This analysis demonstrates that MaZda's texture analysis can 
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differentiate between normal and diseased liver, as well as distinguish between primary and 

metastatic liver. 

 
Normalization Comparison between Classification rate 

 

μ±3σ 

 PCA LDA NDA 

Abscess and normal 100% 100% 100% 

Metastatic and normal 100% 100% 100% 

Abscess and Metastatic 94.03% 94.03% 94.53% 

Abscess, Metastatic and normal 100% 100% 100% 

Table 1: Comparison of performances between different classes of liver diseases and with normal 

liver using different classification approaches 

 

According to the data presented in the table 1, our system achieves a 100% performance in PCA, 

LDA, and NDA analyses when comparing abscess and normal liver, as well as metastatic and 

normal liver and when we have compared all classes (normal, abscess and metastasis). However, 

when comparing abscess and metastatic liver, our system achieves a performance of 94.03% for 

PCA and LDA but shows 94.53% classification rate for NDA.  Results lower than 100% in the 

comparison of different diseased liver CT images can be attributed to inter and intra-class variations, 

errors in marking ROIs leading to the selection of normal tissues along with diseased tissues, and 

the impact of feature selection and standardization approaches on discrimination performance[2]. 

 

The genetic background plays a significant role in the development of liver diseases[21]. In a 

comparative study, a stochastic gradient descent-based solver was introduced for the purpose of 

classifying liver diseases [22]. Another study focused on a technique for classifying ultrasonic 

images of both normal individuals and cirrhotic patients. They tested data parameters through a 

neural network classifier with scanning dimensions of 64×64[23]. . In a different investigation, 

researchers worked on combing the conventional statistics and machine learning tools with the 

convolutional neural network (CNN) to extract features from CT images. They utilized the 

composite hybrid feature selection (CHFS) system and achieved an accuracy of 96.07%, 

outperforming the CNN accuracy of 94.11%[24]. %. Furthermore, a study presented a classification 

rate of approximately 95% for fatty and cirrhosis livers. They used a probabilistic neural network 

(PNN) classifier which resulted in a sensitivity of 96% and specificity of 94%[25]. %. On study 

employed an optimal binary logistic regression model for diagnosing Hepatocellular Carcinoma and 

achieved an accuracy of 84.5%, sensitivity of 84.1% and specificity of 84.9%[26]. 

 

Another study proposed a comparative analysis for classifying liver lesions into malignant and 

benign categories. The ultimate accuracy obtained using positron emission tomography (PET)/CT, 

magnetic resonance imaging (MRI), and fusion of  PET/CT and MRI was 66.7%, 80.0%, and 

94.7%, respectively[27]. Additionally, in a study involving 71 patients 312 image samples were 

analyzed. The study conducted a comparative analysis of 4 classes (abscess, metastatic disease, 

tumour necrosis, and vascular disorders). Using PCA, LDA, and NDA classifications the results 

shown high accuracy exceeding 97.86%[23]. With the advancement and in-depth study of 

Radiomics, medical imaging has extensively explored various disorders in recent years. Textural 

analysis, a subfield of Radiomics, has emerged as a prominent research area in medical 

imaging.[17]. 

 

4. Conclusion 

This study is focuses on liver diseases due to the significance of the liver as a major organ in human 

body, coupled with the rapid spread of liver diseases. Specifically, medical images obtained from 

computer tomography scan are utilized to segment and classify different types of human liver 

diseases using a suitable classifier. The MaZda software serves as a machine learning which 
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successfully separates these diseases into distinct clusters; clearly differentiating them from both 

each other and form from individuals with normal liver functions. 

MaZda software proves to be the valuable tool for discriminating between primary and metastatic 

liver diseases. Texture analysis tools may help radiologists and doctors to distinguish and diagnose 

the abnormalities present in the human liver and predict the extent of liver's problems. As this study 

exclusively focuses on neurons and learning variables, it is essential to investigate the performance 

of the CAD system concerning other architectural factors, including backpropagation iterations and 

optimization iterations. 
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