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ABSTRACT 

In this paper, we propose a ResNet-based lung cancer pathology image classification model using 

deep neural networks and self-attention modules. With a shortcut structure that adds input as an output, 

which is ResNet's concept, we not only solve the vanishing gradient problem but also perform well 

even when layers are piled densely. Based on this idea, the pre-activation structure in which the output 

enters the input as it is was used by moving the position of batch normalization and activation function 

in front of the weight layer was used. ResNet's bottleneck structure is made up of layers with 1x1, 3x3, 

and 1x1 convolution layers, which are utilized for depth wise convolution and 1x1 convolution, 

respectively, to conduct convolution operations in the channel direction. In addition, channel attention 

and spatial attention were used as self-attention modules that focus on certain features after the 

bottleneck structure. Finally, batch normalization and activation functions were used, and after using 

the Funnel Activation function considering two-dimensional space as the activation function, the 

model is constructed with a fully connected layer with average pooling and activation function as 

sigmoid. The accuracy, precision, recall, and f1-score of our method are 82.83%, 83%, 84.14%, and 

83.56 respectively. We show through experiments that our method is better than existing ResNet-

based models. 

 Keywords: Image Classification, Deep Learning, Self-Attention, Depthwise Convolution, ResNet, 
Convolution Neural Network, Lung Cancer Classification 

 

                INTRODUCTION 

Deep learning is attracting attention by 

improving performance in various fields such as 

speech recognition, natural language processing, 

and computer vision. Deep learning is carrying 

out machine learning using artificial neural 

networks with multiple layers. It learns 

important patterns and rules from large-scale 

data, and carries out decision-making, 

prediction, etc. based on the learning.  

As deep learning has been applied in the field of 

medicine, it has been utilized in various fields 

such as the departments of radiology, 

ophthalmology, and dermatology, but studies 

utilizing deep learning are the most frequently 

conducted in the department of pathology among 

them. Diagnosis in the department of pathology 

is carried out by analyzing tissue or cell samples 

collected from the patient to determine
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whether any tumor exists or not and whether the 

tumor is malignant or benign, and predict the 

patient's prognosis. Unlike general images in 

which characteristics such as color, shape, and 

texture commonly appear across images, images 

used in pathology have different patterns 

distributed diversely, making it very difficult to 

analyze them [2][3]. In addition, although 

diagnoses are carried out after seeing the images 

through a microscope or digital scanner, the 

results are different by doctor and deviations 

occur in the diagnosis results because doctors 

judge after seeing the images with their eyes [1] 

[16]. Therefore, deep learning technology is 

applied to increase diagnostic efficiency and 

accuracy. 

This study proposes employing the Self-attention 

Module [6][7][8] to focus on characteristics in 

the pathological images of lung cancer and 

applying Depthwise Convolution [5] to the 

structure of the residual block based on ResNet 

[4] as a cancer classification model. Through 

experiments, the method proposed in this paper 

showed higher performance than the existing 

ResNet. 

The structure of this paper is as follows. Chapter 

2 describes ResNet [4] and Self-Attention 

Module [6] [7] [8] as models related to this study, 

and a new activation function [11] applied to the 

model. Chapter 3 describes the model proposed 

in this study. explain Chapter 4 introduces the 

dataset used for learning and validation, the 

experimental method and results, and Chapter 5 

describes the conclusion of this study. The 

composition of this paper is as follows. Chapter 

2 describes ResNet [4] and Self-Attention 

Module [6] [7] [8] as models related to this study, 

and a new activation function [11] applied to the 

models, and Chapter 3 describes the model 

proposed in this study. Chapter 4 introduces the 

dataset used for learning and validation and 

shows the experimental method and results, and 

Chapter 5 describes the conclusion of this study. 

 

THEORY 

ResNet 

In the case of neural network models, as the 

layers are accumulated deeply, the problems of 

gradient vanishing and gradient explosion occur, 

leading to the problem of performance 

deterioration [4]. Gradient vanishing is a 

phenomenon in the gradient value becomes very 

small as the backpropagation process progresses. 

As a way to solve this problem, ResNet's 

Residual Block appeared. Below Figure 1. is a 

figure that shows the existing neural network 

(Plane Layer) and the Residual Block. The 

existence or absence of the skip connection 

distinguishes the two methods. The skip 

connection refers to the process through which 

the output value skips the intermediate layer and 

is added to the input of the next layer. The 

existing neural network receives input x and 

outputs H(x) through the layer, aiming at finding 

function H(x) that maps input x to target value y. 

In the case of the Residual Block, input x is 

received as usual and F(x), which is residual 

information, is additionally added [4]. 

 

 

FIGURE 1: Plane Layer & Residual Block 
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Depthwise Convolution 

Since the standard convolution filter is affected 

by all channels of the input image, it is impossible 

to extract spatial features of only certain 

channels. A method proposed to   supplement the 

foregoing problem is the Depthwise 

Convolution, which uses filters that are 

implemented only for their respective single 

channels. That is, convolution in the channel 

direction is not carried out and only convolution 

in the spatial direction is carried out. In addition, 

since the convolution multiplication is 

independently carried out by the channel, the 

amount of computation is reduced compared to 

the standard convolution. 

 

Channel and Spatial Attention 

The concept of attention means concentrating on 

a certain feature and was first applied to the field 

of natural language processing [7]. Recently, as 

it has been applied to convolutional neural 

networks, it has been used in various fields such 

as Image Captioning, Image Classification, and 

Object Detection. Thereafter, as the concept 

termed self-attention, which means the 

occurrence of attention, was created in some 

network modules, Channel Attention [7], Spatial 

Attention [8], etc. have been studied. 

Channel Attention emphasizes certain channels 

using the relationship between the feature map 

and channels. The structure is shown in Figure 2. 

Below and is expressed as a formula as shown in 

(1). First, x, which is the input feature map, 

becomes a one-dimensional vector as much as the 

channel size through Global Average Pooling 

(GAP), and each value becomes a representative 

value of the corresponding channel. Thereafter, 

channel weights are generated using a 1x1 

convolution layer with a kernel size of k, a vector 

with an emphasized channel size is created 

through a nonlinear activation function (σ) 

sigmoid, and the vector and x are multiplied to 

create y, an output feature map. 

 

 

FIGURE 2: Channel Attention Module [7] 

 

𝑦 =  𝜎(𝑐𝑜𝑛𝑣1𝑥1(𝐺𝐴𝑃(𝑥)) ⋅ 𝑥                           (1) 

The structure of Spatial Attention is shown in 

Figure 3. below, and can be expressed as a 

formula as shown in (2). A feature map attended 

to one channel is created by applying input 

feature map x to a 1x1 convolution layer 

(conv1x1) to collect channel-by-pixel data. The 

feature map highlighted using sigmoid, a non-

linear activation function (), is then multiplied by 

x to form an attended feature map (y). 
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FIGURE 3: Spatial Attention Module [8] 

 

𝑦 =  𝜎(𝑐𝑜𝑛𝑣1𝑥1(𝑥)) ⋅ 𝑥                                 (2) 

 

Funnel Activation (FReLU) 

Activation functions such as ReLU [9] and 

PReLU [10], which are widely used in CNNs, 

have a problem that they do not consider spatial 

elements, and FReLU was designed considering 

2D spaces as a way improve the problem as such. 

FReLU shows improved performance in image 

classification, object detection, and semantic 

segmentation. A figure comparing ReLU, 

PReLU, and FReLU is Figure 4. below, and the 

formula representing FReLU is defined as (3). 

where, 𝑥𝑐,𝑖,𝑗  means the position (i, j) of the c-th 

channel of the image, and T(.) refers to a function 

of the two-dimensional space and is called the 

Funnel Condition. In the T(.) expression, 𝑥𝑤
𝑐,𝑖,𝑗 

is called a Parametric Pooling Window, which is 

a window of kh x kw centering on 𝑥𝑐,𝑖,𝑗x_(c,i,j), 

and the window size is basically 3x3. 𝑝𝑤
𝑐 is 

different by channel, identically to the p in the 

expression 𝑚𝑎𝑥(𝑥, 0)  +  𝑝 ⋅  𝑚𝑖𝑛(𝑥, 0) of 

PReLu. Eventually, it can be seen that T(.) is 

identical to a depth wise convolution. 

 

 

FIGURE 4: ReLu & PReLu & Funnel Activation(FReLu) [11] 

 

𝑓(𝑥𝑐,𝑖,𝑗)  =

 𝑚𝑎𝑥(𝑥𝑐,𝑖,𝑗, 𝑇(𝑥𝑐,𝑖,𝑗))                               (3) 

𝑇(𝑥𝑐,𝑖,𝑗)  =  𝑥𝑤
𝑐,𝑖,𝑗  ⋅  𝑝𝑤

𝑐 

 

PERFORMANCE IMPROVEMENT 

Input Stem Change 

An ResNet consists of an Input Stem, four 

Stages, and an Output Layer. The Input Stem 

consists of one 7x7 Convolution Layer and a 3x3 
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Maxpooling Layer, but the 7x7 Convolution 

Layer has a problem in that the amount of 

computation greatly increases along with the size 

of the kernel. Therefore, a method to reduce the 

amount of computation by processing data with 

two 3x3 Convolutions was proposed in 

Inception-V2[12]. In this study, as with the 

method proposed in Inception-V2, two 4x4 

convolutions were used with a smaller kernel size 

than that of the 7x7 convolution layer to reduce 

the amount of computation. In addition, since the 

size of the feature map decreases as the depth of 

the layer increases, the stride was set to 2 and the 

number of filters to 32 for the first convolution 

and the number of filters was set to 64 for the 

second convolution [13]. 

 

Changes in the Downsampling Block 

In the structure of ResNet, among four stages, 

Stage-2 and the following stages consist of one 

Downsampling Block and one Residual Block. 

The Downsamplig Block is divided into two 

paths, Path-A and Path-B. In the case of Path-A, 

three convolution layers with kernel sizes of 1x1, 

3x3, and 1x1 are formed. The stride size of the 

first convolution layer is 2 to reduce the width 

and height of the input value by half and the 

output channel of the last convolution layer is 

four times that of the previous two convolution 

layers. This is also called a bottleneck structure. 

Path-B has a 1x1 Convolution Layer, and the 

Stride Size is set to 2 to adjust the output size to 

be equal to that of Path-A to combine the outputs 

of the two paths. The residual Block is similar to 

the Downsampling Block except for the fact that 

it uses a Convolution Layer with a stride size of 

1. In this study, the ResNet was divided into a 

Downsampling Block and a Residual Block from 

Stage-1, and since there was a problem that a part 

of the Feature Map disappeared when the Stride 

Size of the first layer is set to 2 in Path-A of the 

existing Downsampling Block of the ResNet 

[13], the stride size of the first convolution layer 

of Path-A was changed to 1 and the stride size of 

the second convolution layer was changed to 2 in 

the Downsampling Block and Residual Block of 

all stages to solve the problem. To solve the 

problem of Feature Map loss occurring in Path-B 

as with Path-A, 2x2 average pooling was added 

in front and the stride size of the 1x1 convolution 

layer was changed to 1 [13]. In addition, in 

ResNet, it is important to wrap the input value 

with Identity Mapping and deliver it as the output 

value so that information is not lost because this 

will prevent the gradient loss problem from 

occurring. Therefore, Batch Normalization using 

the idea as such and the Pre-Activation [14] 

structure in which the position of the activation 

function was changed were utilized. 

 

 

FIGURE 5: The Image for Performance Improvement of (a) input stem, (b) residual block and (c) 

downsampling block 
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Application of Convolution and Attention 

Techniques by Depth 

In order to reduce the amount of computation in 

the first 1x1 convolution layer, the channel was 

first forcibly shrunk in the Path-A 1x1, 3x3, and 

1x1 convolution layer structures. Then, features 

were extracted through the 3x3 convolution 

layer, and the channel was again expanded in the 

final 1x1 convolution layer. The depthwise 

convolution was applied before the first and last 

1x1 convolution layers because the 1x1 

convolution layer is the same as the pointwise 

convolution, which only performs operations for 

individual channels without extracting the spatial 

feature for the input. As a result, the convolution 

played the same role as the Depthwise Separable 

Convolution [15] to extract channels and spatial 

features. Second, after the last 1x1 convolution of 

the bottleneck structure, channel attention and 

spatial attention were sequentially applied with 

the attention technique. Then, the channel 

attention made the input feature map into a one-

dimensional vector of 1x1xC in which important 

information was compressed through GAP, 

generated channel weights using a 1x1 

convolution layer with a kernel size of k, and 

multiplied the one-dimensional vector that 

underwent the non-linear activation function by 

the Input Feature Map before being applied with 

the GAP to make an Output Feature Map. 

Thereafter, the Output Feature Map made 

through channel attention in spatial attention a 

was applied to a 1x1 convolution with a kernel 

size of k to collect channel information by pixel 

to make attended feature maps by channel. 

Thereafter, a nonlinear activation function 

sigmoid was used and the Feature Map 

emphasized through the Sigmoid was multiplied 

by the abovementioned Output Feature Map 

finally to extract the characteristic feature map. A 

fully connected layer and a nonlinear activation 

function sigmoid were utilized once 

normalization was completed at each level, 

applied to FReLU as a nonlinear activation 

function, and then again through batch 

normalization. 
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EXPERIMENT 

Data Set 

The data were received from the Catholic 

University of Korea Yeouido St. Mary's Hospital. 

The size of the data is 1,280x960, the data are 

DAPI images consisting of 3 channels, Train: 

28,614, Validation: 3,577, Test: 3,578, and the 

total number of images is 35,769. As shown in 

Figure 7., the data set was classified into cancer 

and non-cancer data depending on the cells in the 

images which were cancer cells or normal cells, 

was divided into good images into cases where 

the cells in the images were clear or the shapes of 

cells were visible and bad images in cases where 

cells were not clear. However, in this study, good 

cancer and bad cancer were used as cancer, while 

good non-cancer and bad non-cancer were used 

as non-cancer, in order to determine the 

classification into cancer and non-cancer. 

 

 

FIGURE 7: (a) Good Caner, (b) Bad Cancer, (c) Good Non Cancer, (d) Bad Non Cancer 

 

TABLE 1: The identification rule of data labeling 

Category Description 

Train 
Cancer Good Cancer , Bad Cancer 

Non Cancer Good Non Cancer, Bad Non Cancer 

Validation 
Cancer Good Cancer , Bad Cancer 

Non Cancer Good Non Cancer , Bad Non Cancer 

Test 
Cancer Good Cancer , Bad Cancer 

Non Cancer Good Non Cancer , Bad Non Cancer 
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Learning Environment 

In conducting this study, Windows 10 was used 

as the OS environment, and the model was 

trained and evaluated using NVIDIA GeForce 

RTX 3070 (8GB). The languages used for model 

development are Python 3.8.8 and Tensorflow 

2.8.0, and finally, the CUDA version is 11.6. 

 

TABLE 2: The Initialization parameters of training 

Parameter Values 

Input 320 x 240 

Batch Size 8 

Optimizer Adam 

Learning rate 1e-4 

Epochs 20 

Early stopping Patience 5 

 

Comparison with Existing Models 

ResNet, ResNetC, ResNetD, and ResNext were 

learned for performance comparison, and 

Accuracy (4), Precision (5), Recall (6), and F1 

Score (7) were used as performance evaluation 

indexes. Accuracy is the percentage of cases 

where correct answers were given to all cases, but 

a problem with Accuracy is that it is determined 

by the ratio of correct answers no matter whether 

the correct answers are positive or negative so 

that proper results cannot be obtained when the 

ratio of negative answers is very high in the data. 

Therefore, Precision and Recall were used as 

indicators to evaluate whether answers are 

properly classified. Precision is the ratio of cases 

where the predicted values and the actual values 

of subjects who precited positively matched with 

each other and recall is the ratio of cases where 

the predicted values and actual values of actually 

positive facts match with each other as positive 

values. However, since Precision and Recall are 

indexes of opposite concepts, there is a limit to 

sufficiently expressing performance. Therefore, 

F1 Scores, which are the harmonic means of 

Precision and Recall, are used. The F1 Scores 

have values in a range  of 0 to 1, and increase as 

Precision and Recall become similar to each 

other. The higher the F1 Score, the better the 

model's performance. Table 3. shows the 

performance evaluation between the proposed 

model and the comparative model. The Accuracy 

of the 'ResNet-ours' model proposed in this study 

was 82.83%, the Precision was 83%, the Recall 

was 84.14%, and the F1 Score was 83.56%, 

indicating that the performance of the proposed 

model is higher than that of the comparison 

model. 

Accuracy = 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
             (4) 

Precision = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                              (5) 

Recall = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                  (6) 

F1 Score = 
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
         (7) 

 

TABLE 3: The Performance of Proposed Model and Conventional Model 

Model Accuracy Precision Recall F1score 

ResNet(50) 0.8148 0.8005 0.8558 0.8272 

ResNetC(50) 0.8119 0.8062 0.8409 0.8232 

ResNetD(50) 0.8155 0.7930 0.8697 0.8296 

ResNext(50) 0.7943 0.8060 0.7902 0.7980 

ResNet-ours(50) 0.8283 0.8300 0.8414 0.8356 
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FIGURE 8: The Result Graph of Proposed Model and Conventional Model 

 

CONCLUSIONS 

In this study, to solve the problem of gradient 

loss, the Pre-activation structure made from the 

bottleneck structure of ResNet by carrying out 

batch normalization and changing the position of 

the activation function was applied, Depthwise 

Separable Convolution was applied through 

Depthwise Convolution, Self-attention Module 

was applied to find more characteristic Feature 

Maps, and finally, the FReLU function was 

applied. Thereafter, performance higher than that 

of existing ResNet-based models was shown 

through experiments. This model is expected to 

become a better model if only cancer cells are 

detected in the image through the classification 

results hereafter. 
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